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Background

* unsupervised representation learning
* Find the feature representation with unsupervised method
* To provide information for downstream tasks (I.e. classification, object detection)

* contrastive learning
* for an anchor: positive samples + negative samples
* |oss Is about similaritis in feature space
* difficulty: choice of positive/negative samples



Background

* manifold
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Motivation

A

features may on a manifold

feature representation in R®



Motivation ‘_ :

* the Euclidean distance in implicit feature manifold:
* only reveals the true semantic similarity in extremely small neighborhoods
* fails to provide the informative pseudo supervision for large neighborhoods

* {ry to:
* mines the feature manifold in an unsupervised manner
* utilizes a small neighborhood on the manifold to find positive samples



Method

Positive Sample Set Enlargement
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Figure 2. The pipeline of the instance similarity learning. For a given anchor, we first sample triplets from the mined positive set and the
negative set, and then obtain the features via the convolutional neural networks. After concatenating the features of the anchor, the positive
and the negative samples, we generate the proxy for feature manifold mining by the generator. The instances in the neighborhood of the

proxy are removed from the negative set and added to the positive set if the proxy is semantically similar to the anchor, where the semantics
similaritv 1s nredicted bv the discriminator.



Method-Training of GAN

* i IMmage as the anchor: feature triplet 7, = {fi, l-p,fi"}

* generator:
* to give a proxy feature fl-g of feature triplet 7, on the manifold
* input: 75
* output: proxy feature fig
- synthetic triplet: 7 = {f;, £.7, f/*}, 7" = {1, 7. 17}
* discriminator:
* to accurately classify the real triplet 7,. and synthetic triplet ¥, 73"
e input: T,/ TP/ T
* output: D(T;)(confidence score that the input triplet T, is real)/D(7.X)/ D(T3")

: : to measure the semantic
min max L —log D log(1 — D(TF
G D gan = (7;) T b( (7; ))—l_ similarity between the
alog(1 — D(Tn)) proxy and the positives or
= s

negatives



Method-Training of GAN

* i;p IMmage as the anchor: feature triplet 7. =

P fn max L., =log D(7,.) +log(1 — D(TF))+
{fi» i i } b |
* generator: alog(l = D(7,"))
* to give a proxy representation fi‘g of anchor on the
manifold D(T) 1 DI L D(TF)
e inout: T: accurately classify the real triplet 7;- from
y ! T and TP

» output: proxy feature f;?
» synthetic triplet: 7¥ = {f;, £.7, f/*}, T = {fi, 7. 17}
* discriminator:

* to measure the semantic similarity between the
proxy and positives/negatives

e input: T,/ TP/ T

* output: D(TJ;-)(confidence score that the input triplet
T.. is real)/D(TF)/ D(T)



Method-Training of GAN

* i;p IMmage as the anchor: feature triplet 7. =

P rn min Loon = log(1 — D(TF))+
Vo 17,17} oo e
* generator: alog(l —D(7."))
* to give a proxy representation fig of anchor on the
manifold D(TF) T DM 1
* input: 7. similar to f{*: enables active feature

manifold exploration

 output: proxy feature 9 e | o
PUL proxy Ji similar to f: to mine more positive sets

- synthetic triplet: 7 = {f;, £.7, f/*}, T = {1, 7. 17}
* discriminator: seta =1

* to measure the semantic similarity between the
proxy and positives/negatives

* input: T,/ TP/ T

* output: D(TJ;-)(confidence score that the input triplet
T.. is real)/D(TF)/ D(T)



Method-Training of Feature Extractor

* for an anchor f; , the optimal proxy f7* = arg 11}33{ D(TF)

* enlarge the positive sample set P;:
fi={F VI = Fll, <m. DG > b}

exp(fi £3/7)
N -
> ke (S fi/7)

* Pij —

‘E\IT . . .
Z log( Z pite) to encourage the similarity between the

= fep. anchor and all of its positive samples



Method-Training of Feature Extractor

. itive F27d = min b
hard positive f; frz?elgiplk

« ptTe: similarity between @4 and fy

N N

° ),_:.'_ . .o
Lo = pik log i;;d to enhance the performance of hard positive
E_ E_, phard
i=1 k=1 v
* L =L+ Ny

* use memory bank in MoCo method to reduce computational cost

fi=nfi+ (1 —n)f



Experiment

sample 5 triplets for a given anchor

iterative training GAN and feature extractor for 4 rounds

backbone of feature extractor: AlexNet, ResNetl8 and ResNet50

test method: accuracy of classification on CIFAR-10/CIFAR-100/SVHN/ImageNet
classification method: Linear Classifier or weighted KNN



Experiment
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Experiment

Dataset CIFARIO CIFAR100 SVHN
Architecture | Classifier/Feat. Weighted kNN / FC Architecture | Classifier/Feat. Linear Classifier / conv5
Random 34.5 12.1 56.8 Random 67.3 32.7 79.2
DeepCluster 62.3 22,7 84.9 DeepCluster 77.9 41.9 92.0
RotNet 72.5 32.1 77.5 RotNet 84.1 57.4 92.3
Instance 60.3 32.7 79.8 Instance 70.1 39.4 89.3
AlexNet AND 74.8 415 90.9 AlexNet AND 77.6 47.9 03.7
ISL w/o HPE 81.1 49.2 91.0 ISL w/o HPE 83.5 58.5 93.3
PAD 81.5 48.7 91.2 PAD 84.7 58.6 93.2
ISL 82.8 50.3 91.8 ISL 85.8 60.1 93.9
Instance 30.8 40.1 92.6 Instance 84.1 48.9 94.0
AND 86.3 48.1 93.1 AND 88.9 57.4 94.3
ResNetl® 1 1SL wio HPE 87.0 52.1 93.9 ResNetlS | 191 wro HPE 89.2 61.1 94.4
ISL 87.8 54.7 94.2 ISL 90.7 63.5 94.5
Instance 81.8 42.3 92.9 Instance 85.0 50.1 94.4
AND 87.6 49.0 93.2 AND 90.2 58.5 94.9
ResNeLO | 1S wio HPE $8.3 56.7 94.0 ResNebY | 11 wro HPE 91.0 63.0 94.9
ISL 88.9 58.1 94.5 ISL 91.5 65.9 95.2

HPE: hard positive enhancement



Experiment

HPE: hard positive enhancement

Classifier Linear Classifier kNN
Feature convl conv2 conv3d convd convd| FC
AlexNet
Random 11.6 17.1 16.9 16.3 14.1 3.5
DeepCluster 13.4 323 41.0 396  38.2 26.8
RotNet 18.8 31.7 38.7 38.2 36.5 9.2
Instance 16.8  26.5 31.8 341 356 | 31.3
AND 156 270 359 397 37.9 | 31.3
PAD - - - - 38.6 | 35.1
LA 18.7 32.7 38.1 42.3 424 | 38.1
ISL 173 290 384 43.3 43.5| 38.9
ResNetl8
DeepCluster 16.4 17.2 28,7 443 49.1 —
Instance 16.0  19.9 298 39.0 44.5 41.0
LA 9.1 18.7 34.8 484 52,8 | 45.0
ISL 15.3 19.1 32.7 49.1 54.0 | 46.1
ResNet50
DeepCluster 18.9 273 36.7 524 44.2 —
LA 10,2 23.3 39.3  49.0 60.2 49.4
ISL 17.3 242 385 525 61.2 50.2
MoCo-v1* 5.7 229 406 50.8 60.6 | 37.7
MoCo-v2* 149 28.4 41.7 52.9 67.5 38.5
MoCo-v2+ISL* 13.2 271 41.9 51.7 68.6 | 40.1

ImageNet



Experiment
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Figure 5. An example of positive sample mining via LA (top row) and our ISL (bottom row) in different rounds during training. The query

image is from the minibus class. The images with green boxes represent the positives mined correctly and those with red boxes mean the

images from other classes. More examples are visualized in the supplementary material.



Discussion

- TH BT EBRIBRE TN ES RIEFIEFR
ZRAYEMT, IR RIS RIE BRI AL

'gﬁ_iﬂ%ﬁ TEPEHR, RRFEZHNER (EHANEREF) | BRESE

* SN EE B 3T EE RN RE B R 15 Hﬂﬁ/fi@ EBFR R AT ABCTTEREIN
eNMEEEEZIIUE, EREEELNERK

s RSt AR EREN, KR ETTREEB A ERF IS B E — 3
R, REHEZHNER




