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Due to the lack of adequate training data and sufficient mining of prior knowledge related to perceived
quality, most existing image quality assessment (IQA) methods show limited generalization performance.
In this paper, we study the prior knowledge from the factors affecting perceived quality, and introduce a
novel progressive multi-task learning based blind IQA method. Inspired by the definition of IQA: human
comprehensive perception for degradation of image content, we firstly deconstruct IQA into three ele-
ments, i.e., image content, pattern of degradation, and intensity of degradation. Based on these elements,
we design the corresponding auxiliary tasks for instructing the network to learn IQA. By statistical anal-
ysis on a great deal of data, we find that there is progressive relevance among the four tasks. Furthermore,
we mathematically derive that introducing the progressive relevance into a multi-task learning network
can effectively constrain the hypothesis space of the main task. Under the guidance of the derivation, we
propose an end-to-end IQA framework based on progressive multi-task learning. Experimental results
demonstrate the excellent generalization capability of the proposed method, which achieves state-of-
the-art performance against these existing IQA methods.

� 2022 Elsevier B.V. All rights reserved.
1. Introduction

With the explosive growth of visual data, human society is
entering the era of big visual data. Digital images have become
an essential medium of information, and their perceptual quality
has a direct impact on the user experience. Unfortunately, it is
almost inevitably distorted by various distortions from acquisition,
compression, processing, transmission to storage in its life cycle.
Therefore, to monitor the quality of images and assure the user
experience, a reliable image quality assessment (IQA) method is
crucially important.

Generally, subjective IQA is considered to be the most reliable
and accurate method. Nonetheless, it is not practical since it is
laborious and time-consuming. Hence, objective IQA, which can
perform automatically without humans, is of great value. Accord-
ing to the dependence of reference information, objective IQA
can be categorized as full-reference IQA (FR-IQA) [7,41,23],
reduced-reference IQA (RR- IQA) [37,3,11], and blind IQA (BIQA)
[27,25,26]. Due to the unavailability of reference information on
most occasions, BIQA method is the most widely used IQA method
among them.

Most traditional BIQA methods with hand-crafted features are
designed on the basis of natural scene statistics (NSS) or human
visual system (HVS). However, BIQA is an extremely abstract and
complicated task since it is highly correlated with human percep-
tion, and its factor cannot be analyzed simply. Therefore, it is tough
to design hand-crafted features which represent the quality degra-
dation of images efficiently and comprehensively.

With the extensive application of deep learning in various
vision problems [10,30,40], several attempts have been made to
apply deep learning technology to the BIQA task. Due to the com-
plexity of BIQA and limited training data, the early methods which
simply map images to quality scores by training a convolutional
neural network (CNN) fail to perform satisfactorily and exist seri-
ous overfitting problems.

To relieve the overfitting problem which results from the scar-
city of training data, [29] pre-trains a Siamese Network by using a
ranked image database (which is generated without human label-
ing). However, it focuses on the lack of training data and ignores
the complexity of BIQA, so that it doesn’t specifically design the
network by using the prior knowledge related to BIQA. [19,31]
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use the idea of multi-task learning (MTL) with setting the auxiliary
task of predicting distortion type. Nevertheless, they don’t ade-
quately analyze the factors affecting perceived quality and only
use prior knowledge from distortion type.

In this paper, we study the prior knowledge from the factors
affecting perceived quality, and introduce a novel progressive
multi-task learning based BIQA method. From the definition of
IQA: human comprehensive perception for degradation of image
content, we can find that image quality is related to image content
and its degradation, where degradation is manifested in pattern
and intensity. Hence, we deconstruct IQA into three elements,
i.e., image content, pattern of degradation, and intensity of degra-
dation. According to these elements, three corresponding auxiliary
tasks are set up to guide the network for IQA learning, which are
content type classification task (Task C), distortion type classifica-
tion task (Task T), and distortion intensity classification task (Task
I). The image content types are artificially defined based on the
analysis of the distribution of image content components (texture,
edge, and smooth area).

In order to strengthen the guidance of prior knowledge, we fur-
ther investigate the relationship among the tasks. By statistical
analysis of a great deal of data from [44], we find that information
about image content implies information about quality and distor-
tion (type and intensity). Meanwhile, distortion intensity is mean-
ingful only if the distortion type is given. And information about
distortion contains information about image quality. As we can
see, from Task C, Task T, Task I to IQA, tasks are set up from low level
to high level, and the lower-level task is instructive to the higher-
level task. There is a relationship among these tasks, and we call it
progressive relevance. Motivated by the progressive relevance, a
progressive multi-task learning (PMTL) strategy derived from hard
parameter sharing MTL is proposed to further strengthen the
lower-level task’s constraint on the higher-level tasks. Further-
more, we mathematically derive that by introducing prior knowl-
edge from auxiliary tasks and progressive relevance, the main
task’s hypothesis space is constrained effectively. Finally, an IQA
framework based on PMTL is presented. Experimental results show
the proposed method achieves state-of-the-art performance. And
cross-database evaluations demonstrate the excellent generaliza-
tion capability and robustness of the proposed method.

In summary, the contributions of this work are as follows:

� We deconstruct IQA into three elements and specially design
three auxiliary tasks to guide the learning of IQA.

� We investigate the progressive relevance among the tasks.
According to the characteristics, a progressive multi-task learn-
ing strategy is proposed.

� We prove the effectiveness of progressive multi-task learning to
constrain the hypothesis space of the main task. Experimental
results demonstrate state-of-the-art performance and strong
generalization capability of the proposed method.

2. Related work

2.1. Image quality assessment

Early approaches are often based on hand-crafted features
extracted by NSS models. The approaches assume that pristine
images have inherent statistical regularity, and distortions will
change these regularities. DIIVINE [34] is a two-stage method
based on NSS features, which first identifies distortion types of
images and applies distortion-specific methods to predict quality
scores. BLIINDS-II [38] adopts the features based on discrete cosine
transform (DCT) coefficients of images for IQA. BRISQUE [33] uti-
lizes the statistical features of locally normalized luminance coeffi-
cients to acquire quality scores. CORNIA [48] uses a codebook-
308
based method to learn local descriptors and support vector regres-
sion (SVR) is applied to obtain quality scores. Xu et al. propose a
BIQA method [46] by using the statistical differences between
codebook and images.

Recently, many deep learning based approaches are proposed,
and achieve remarkable progress in BIQA. Kang et al. propose a
shallow CNN [18] to map images to quality scores. Then they refine
it to a multi-task CNN [19] to simultaneously classify distortion
types and estimate quality scores. BIECON [21] uses FR-IQA meth-
ods to guide CNN to generate the local quality maps, and then
pooled features are regressed onto a subjective score. Liu et al. syn-
thesize a mass of ranked images with different distortion types and
levels to train a Siamese network [29] for learning the quality rank-
ings. MEON intrudes a cascaded multi-task framework [31], where
a distortion type classification network is first trained, and then a
quality regression network starting from the pre-trained early lay-
ers and the outputs of the distortion type classification network is
trained subsequently. DIQA [22] let the CNN learn to predict the
error map, and then to estimate a quality score. Zhang et al. pro-
pose DB-CNN [51] for quality prediction, in which two pre-
trained features for synthetic distortions and authentic distortions
are bilinearly pooled into a quality representation. Zeng et al. pro-
pose probabilistic quality representation (PQR) [50] to represent
image quality as a probability, instead of as a scalar quantity.
Zhang et al. developed a unified BIQA framework [52] that allows
differentiable models to be trained on multiple IQA databases
simultaneously by combining them via pairwise rankings.

We deconstruct IQA into three elements and separately design
auxiliary tasks for assisting learning. And based on the exploration
of the relationship among tasks, the PMTL model is designed to fur-
ther enhance the utilization of prior knowledge, so as to narrow the
hypothesis space of the main task and alleviate the overfitting
problem.
2.2. Multi-task learning

MTL is a subfield of machine learning where multiple tasks are
jointly learned by sharing the models’ parameters [4]. By exploit-
ing the information from both task-generic and task-specific,
MTL offers advantages like relieving overfitting and improving data
efficiency. And its effectiveness has been demonstrated in many
fields like facial landmark detection [53], semantic segmentation
[5], human action recognition [12], etc. According to how the
parameters among tasks are shared, MTL methods can be classified
as hard parameter sharing methods [53,5] and soft parameter shar-
ing methods [6,32].

Hard parameter sharing methods are generally applied by shar-
ing the hidden layers while keeping some task-specific output lay-
ers. TCDCN [53] simultaneously learns facial attribute inference
and head pose estimation, and gets promoted on both tasks. Dai
et al. propose a multi-task framework called MNCs [5]. This frame-
work has three stages, each of which addresses one sub-task and
the output of each sub-task is as the input of the next sub-task.

For soft parameter sharing methods, there is a separate network
for each task. [6] uses l2 distance between the parameters of the
network for regularization to encourage them to be similar. Misra
et al. propose a Cross-Stitch network [32], where the cross-stitch
units are used to let the model choose which tasks to leverage
information from by sharing representations as linear
combinations.
3. Proposed method

In this section, a novel BIQA framework based on progressive
multi-task learning is proposed. The proposed framework consists
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of four tasks: 1) content type classification (Task C); 2) distortion
type classification (Task T); 3) distortion intensity classification
(Task I); 4) image quality score regression (Task Q). For the given
training data, we jointly train all four tasks. Unlike the paradigm
of hard parameter sharing MTL framework, the proposed frame-
work is designed to make full use of the prior knowledge from
the progressive relevance and explicitly strengthen the lower-
level task’s constraint on the higher-level tasks. According to the
characteristics of the tasks, each task’s features are extracted hier-
archically and the lower-level task’s features are shared with the
higher-level task progressively.

In the following, we will describe the definition of each task,
introduce the proposed model’s architecture, and derive the effec-
tiveness of PMTL on constraining the main task’s hypothesis space.

3.1. Tasks setting

IQA is human comprehensive perception for degradation of
image content. From this definition, IQA can be deconstructed into
three elements: image content, pattern of degradation, and inten-
sity of degradation. As shown in Fig. 1, all of the three factors have
an obvious impact on image perception quality. For example, the
image with a higher proportion of texture is more seriously dis-
torted by additive white Gaussian noise, while the image with a
higher proportion of smooth region is more seriously distorted
by Gaussian blur. Meanwhile, the higher the intensity is, the more
seriously it is distorted. Therefore, according to these elements, we
set up the corresponding auxiliary tasks (Task C, Task T, and Task I)
to guide the network for Task Q learning. All tasks are described in
detail as follows.

3.1.1. Content type classification
Image content in the pixel level falls into three categories: tex-

ture, edge, and smooth region. We artificially define the types of
image content in line with the distribution of image content com-
ponent proportion. Concretely, we use the structure-texture
decomposition method [45] to classify the image content, and
the proportion of each component is calculated as v t ;ve and v s.
Then the index f is defined as follows to measure the imbalance
of image content component distribution.

f ¼ signðvs � v tÞð v s � v tj j � veÞ ð1Þ
where signð�Þ is a function that extracts the sign of a real number.

Finally, according to Eq. (2), we divide the image content types c
into rich textured image, biased textured image, balanced image,
biased smooth image, and rich smooth image [1]. Some examples
of content classification are shown in Fig. 1.

c ¼

0 f < H1

1 H1 6 f < H2

2 H2 6 f < H3

3 H3 6 f < H4

4 H4 6 f

8>>>>>><
>>>>>>:

ð2Þ

where 0, 1, 2, 3 and 4 mean rich textured image, biased textured
image, balanced image, biased smooth image, and rich smooth
image, respectively. H1;H2;H3 and H4 are thresholds for content
types classification. The values of them are respectively set to
�0.3, 0, 0.2, and 0.5, which are obtained through experiments.

Task C aims to let the network learn to classify image content
types. We use the cross-entropy error as the loss function for Task
C,

LC ¼ �yClogðbyCÞ � ð1� yCÞlogð1� byCÞ ð3Þ
where yC is the ground truth of Task C, and byC is the corresponding
predicted classification probability.
309
3.1.2. Distortion type classification
For Task T, the goal is to distinguish which distortion type the

given image suffered. We use the cross-entropy error as the loss
function for Task T,

LT ¼ �yT logðbyTÞ � ð1� yTÞlogð1� byTÞ ð4Þ
where yT is the ground truth of Task T, and byT is the corresponding
classification probability predicted.

3.1.3. Distortion intensity classification
Task I is aimed to predict the degree of distortion. Same as

before, the cross-entropy error is used as the loss function,

LI ¼ �yIlogðbyIÞ � ð1� yIÞlogð1� byIÞ ð5Þ
where yI is the ground truth of Task I, and byI is the corresponding
classification probability.

3.1.4. Image quality score regression
Task Q is to estimate quality scores for the given images. We use

the squared-error as the loss function for Task Q,

LQ ¼jj yQ � byQ j j22 ð6Þ

where yQ ; byQ are the ground truth of Task Q and the corresponding
predicted quality score, respectively.

3.1.5. Global loss function
We define the global loss function of the entire model as:

L ¼ kCLC þ kTLT þ kILI þ kQLQ ð7Þ
where kC ; kT ; kI; kQ are the weights of the corresponding loss
functions.

3.2. Progressive relevance

We find that there is progressive relevance among the tasks,
besides the relevance between the auxiliary tasks and the main
task. Namely, from Task C, Task T, Task I to Task Q, tasks are set
up from low level to high level, and the prior knowledge of the
lower-level task can guide the higher-level tasks’ learning.

We randomly select 2000 reference images and 30,000 corre-
sponding distorted images with three typical distortion types
(Gaussian blur, additive white Gaussian noise, and JPEG2000) at
five levels of distortion intensity from the BD dataset [44] for anal-
ysis. As shown in Fig. 2(a), the distribution histograms of the con-
tent component imbalance index f are drawn for all distortion
types. As a control, the reference images are resampled five times.
Then we draw the distribution histograms for five levels of distor-
tion intensity respectively when distortion types are Gaussian blur,
additive white Gaussian noise, and JPEG2000 (shown in Fig. 2.

As shown in Fig. 3(a), we can see that the distributions of
images with different distortion types show different deviations
from the distribution of reference images. And Fig.3 (b-d) shows
that the increase of distortion intensity tends to aggravate such
deviation. Hence, the image content type reflects the image distor-
tion information including the image distortion type and intensity.
Besides, the distortion intensity is of significance only if the distor-
tion type is given. Image content type, distortion type, and distor-
tion intensity all contain image quality information. Therefore, we
think that there is progressive relevance among the tasks.

3.3. Network structure

In the proposed model, images of 224 � 224 � 3 are taken as
input. As depicted in Fig. 3, our proposed model consists of three
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Fig. 1. Reference images with different image content and the corresponding distorted images with different distortion types and intensity: (A), (B) and (C) are respectively
reference images with high smooth region, balanced content components, and high texture; A(1–4), B(1–4) and C(1–4) are the corresponding distorted images; (1), (2), (3)
and (4) indicate slight additive white Gaussian noise, severe additive white Gaussian noise, slight Gaussian blur, and severe Gaussian blur, respectively. All images are from
TID2013 [36]. The image content type c is computed by Eq. (2).

A. Li, J. Wu, S. Tian et al. Neurocomputing 500 (2022) 307–318
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Fig. 2. Statistical analysis of selected images from BD dataset. (a) the distortion type-f distribution. (b) the distortion intensity-f distribution when distortion type is Gaussian
blur. (c) the distortion intensity-f distribution when distortion type is additive white Gaussian noise. (d) the distortion intensity-f distribution when distortion type is
JPEG2000.
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parts: the hierarchical shared network, the progressive related net-
work and the specific network.
3.3.1. Hierarchical shared network
The tailored ResNet34 [14], which discards the fully connected

layer, is selected as our backbone. As mentioned above, from Task
C, Task T, Task I to Task Q, the tasks are set up from low level to high
level. And in a deep neural network, the shallow layers will learn
the low-level feature then the deeper layer will learn the higher-
level feature [35]. According to these characteristics, we extract
hierarchical features from the backbone for the corresponding
tasks. Specifically, we take the outputs from conv2_x, conv3_x,
conv4_x and conv5_x in ResNet34 as features for predicting Task
C, Task T, Task I and Task Q, respectively. The numbers of feature
channels are respectively 64, 128, 256 and 512.

Considering the levels of the tasks, our network shares the
parameters hierarchically instead of sharing the entire feature
extraction network parameters directly. This allows for a more rea-
sonable sharing of network parameters among the tasks and makes
the network more interpretable.
3.3.2. Progressive related network
In the progressive related network, the features obtained by the

hierarchical shared network are first fed into a convolutional layer
with 3� 3 kernels, 1 stride (2 stride in Task C) and 1 padding. Then,
based on the progressive relevance among the tasks, the progres-
sive connection structure shown in Fig. 4 is introduced. The fea-
tures of the lower-level task are fused with that of the higher-
level task through the progressive connection. And the fused fea-
tures are passed through a convolutional layer with 3� 3 kernels,
2 stride and 1 padding (zero padding in Task Q). The obtained fea-
311
tures will be inputs of the specific network for predicting the cor-
responding tasks. The number of feature channels remains
unchanged for all tasks in the progressive related network.

By using the progressive connection structure, we make full use
of the progressive relevance among the tasks and explicitly
strengthen the lower-level tasks’ constraints on the higher-level
tasks.
3.3.3. Specific network
For three classification tasks, the specific networks are com-

posed of a convolutional layer with 3� 3 kernels, 1 stride and 1
padding, a convolutional layer with 1� 1 kernels, 1 stride and zero
padding, and a global average pooling [28]. The number of 1� 1
kernel is equal to the categories of the corresponding task, and
thier dimensions are 64, 128 and 256, respectively. The quality
regression network contains a fully connected layer with one
dimension. Batch normalization [16] and ReLU are applied after
all convolutional layers with 3� 3 kernels.
3.4. Effective constraint from PMTL

The prediction errors in supervised machine learning can be
decomposed into two parts: 1) the approximation error �app which
measures how close the functions in hypothesis space H can

approximate the optimal hypothesis ĥ; 2) the estimation error
�est which measures the effect of minimizing the empirical risk
RIðhÞ (which is the average of sample losses over the training set
of I samples) instead of the expected risk RðhÞ within H. An intu-
itive representation is shown in Fig. 5. Due to the lack of sufficient
training data, the core issue in few-shot learning is that RIðhÞ may
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Fig. 3. Architecture of the proposed PMTL framework.

Fig. 4. The structure of the progressive connection between Task C and Task T. The
presentation formats are Conv(input channels, output channels, kernel size, stride,
padding).

Fig. 5. The constraint on hypothesis space H obtained by introducing the prior
knowledge from MTL and PMTL.
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be far from being a good approximation of RðhÞ, and the resultant
empirical risk minimizer hI overfits [43].

In this paper, we alleviate this problem by introducing prior
knowledge to constrain the hypothesis space. For the sake of dis-
cussion, we simplify the PMTL model to use only an auxiliary task.
The parameters of the hierarchical shared network, progressive
related network and specific network in PMTL model are defined
as hsh ¼ ½hsha ; hshm �; hr ¼ ½hra; hrm�; hsp ¼ ½hspa ; hspm �, where a indicates that
the parameters are in the auxiliary task route, and m indicates that
the parameters are only in the main task route. Then, we introduce
MTL model and STL model as a comparison. MTL model is set to
have the same skeleton as PMTL, but lacks the progressive connec-
312
tion structure introduced by prior knowledge from the progressive
relevance. The corresponding parameters in MTL model are
defined as hsh ¼ ½hsha ; hshm �; hr0 ¼ ½hr0a ; hr0m�; hsp ¼ ½hspa ; hspm �. For STL model,
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the auxiliary task branch is further removed. The corresponding
parameters in STL model are defined as hsh ¼ ½hsha ; hshm �; hr0m; hspm .

In order to make a more objective comparison, we let hr0m in STL
and MTL equal to hr , so that the parameters of all three frameworks
that are involved in the prediction of the main task are the same,
i.e. their unconstrained hypothesis space of the main task is the
same. Hence, the parameters of the hierarchical shared network,
progressive related network and specific network in STL model
and MTL model are defined as fhsh; hr ; hspmg and

fhsh; hr0 ¼ ½hr0a ; hr �; hspg.
For the STL model, the optimization problem can be expressed

as:

argminhsh ;hr ;hspm
Lmðfhsh; hr; hspmg;XÞ ð8Þ

where X is training data.
For the MTL model, the optimization problem is a multi-

objective optimization problem which can be expressed as:

argminhsh ;hr0 ;hspkaLaðfhsha ; hr0a ; hspa g;XÞ þ kmLmðfhsh; hr ; hspmg;XÞ ð9Þ
where ka; km are the weights of the auxiliary task and main task,
respectively.

By using �-constraint method [49], Eq. (9) can be converted to a
constrained single-objective optimization problem:

argminhsh ;hr ;hspm
Lmðfhsh; hr ; hspmg;XÞ

s:t:Laðfhsha ; hr
0
a ; h

sp
a g;XÞ 6 a

ð10Þ

where a is the expected loss threshold of the auxiliary task.
Obviously, compared with the STL model, the MTL model con-

strains hsh by introducing prior knowledge from the auxiliary task.
As shown in Fig. 5, the dark gray area is not considered for opti-
mization since it is known to be unlikely to contain the optimal
h� in H according to this prior knowledge [43]. Hence, H is con-
strained to Hm.

For the PMTL model, the optimization problem can be
expressed as:

argminhsh ;hr ;hspkaLaðfhsha ; hra; hspa g;XÞ þ kmLmðfhsh; hr ; hspmg;XÞ ð11Þ
Similarly, Eq. (11) can be converted by using �-constraint

method:

argminhsh ;hr ;hspm
Lmðfhsh; hr ; hspmg;XÞ

s:t:Laðfhsha ; hra; hspa g;XÞ 6 a
ð12Þ

Since hra is the part of hr , with the same requirements for a; hr is
constrained by introducing prior knowledge from the progressive
relevance, i.e. the light gray area in Fig. 5 is not considered for opti-
Table 1
Summary of databases for testing.

Database LIVE CSIQ TID2

Number of referance images 29 30 2
Number of distorted images 779 866 30
Number of distortion types 5 6 2
Number of distortion levels 5 4–5 5

Number of distortions in an image 1 1 1
Annotation DMOS DMOS M

Range [0, 100] [0, 1] [0,
Scenario Synthetic Synthetic Synt
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mization, and Hm is further constrained to Hp. For the smaller
hypothesis space Hp, the existing training data is sufficient to
obtain a relatively reliable hI .
4. Experimental results

In this section, the experimental setups are first described,
which includes IQA datasets, protocols, and implementation
details of PMTL. Then, the performances of PMTL are compared
with state-of-the-art BIQA methods on individual databases, indi-
vidual distortion and cross databases. Finally, ablation experiments
are conducted to demonstrate the contributions of the core factors
in PMTL.
4.1. Datasets and protocols

We used three standard databases including LIVE [39], CSIQ [2],
TID2013 [36] for evaluation. Besides singly distorted synthetic
image databases, two multiply distorted synthetic image databases
LIVE-MD [17], MDID [42] and two authentic image databases
LIVEC [8], KonIQ-10 k [15] are employed to further verify the gen-
eralization ability of the proposed method. All databases are sum-
marized in Table 1.

To validate prediction monotonicity and accuracy, two widely
used criteria, Spearman’s rank order correlation coefficient (SRCC)
and Pearson’s linear correlation coefficient (PLCC), are adopted in
our experiments.

1) Spearman’s rank order correlation coefficient (SRCC)
013

5
00
4

OS
9]
hetic
SRCC ¼ 1� 6
PN

i¼1d
2
i

NðN2 � 1Þ ;
where di is the rank difference between the ground truth and the
predicted quality score of the i-th image, N is the number of testing
images.

2) Pearson’s linear correlation coefficient (PLCC)
PLCC ¼

X
i

ðqi � qaÞðbqi � bqaÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

ðqi � qaÞ2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i

ðbqi � bqaÞ2
r ð14Þ
where qi and bqi denote the ground-truth subjective score and pre-
dicted quality score of the i-th image, qa and bqa denote the average
of each.

Both criteria are in the range [0, 1], and a higher value indicates
better performance.
LIVE-MD MDID LIVEC KonIQ-10k

15 20 N/A N/A
405 1600 1162 10073
3 5 N/A N/A
4 4 N/A N/A
2 1–4 N/A N/A

DMOS MOS MOS MOS
[0, 100] [0, 8] [0, 100] [1, 5]
Synthetic Synthetic Authentic Authentic
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4.2. Implementation details

The weights of loss functions kC ; kT ; kI and kQ in Eq. 7 are respec-
tively set at 0.01, 0.01, 0.01 and 1 to normalize the task weights to
the same scale [13,20].

In the training process, each image is uniformly sampled
224� 224 patches with stride 128 as the input of the model. The
ground truths of Task C are calculated separately by each patch,
and the other ground truths of the corresponding image are
assigned to these patches. Adam [24] optimization algorithm is
employed to optimize the model. The batch size is set to 64 and
the learning rate is set to 10�4. Besides, randomly horizontal flip-
ping is used for data augmentation.

During testing, we extract patches in the same way for the given
image, and the final quality score is predicted by simply averaging
the predicted scores of the corresponding patches.

4.3. Performance on individual databases

In this subsection, the performance on individual databases of
our approach is compared with the ten BIQA approaches including
five hand-crafted approaches (DIIVINE [34], BLIINDS-II [38], BRIS-
QUE [33], HOSA [46], CORNIA [48]), and five deep learning-based
IQA approaches (RankIQA [29], DIQA [22], DB-CNN [51], PQR
[50], CaHDC [44]) on the three benchmark databases. Each bench-
mark database is randomly split into 80% training data and 20%
testing data by reference images for no overlapping in context.
Replication experiments of this random train-test splitting are
run 20 times, and the median SRCC and PLCC are finally reported.
For the compared hand-crafted approaches, the performances are
obtained by the corresponding authors’ source codes. And for the
deep learning-based approaches, the results are from the corre-
sponding papers. The performance comparison is shown in Table 2.
The symbol ‘‘–” means that these results are not provided in the
corresponding papers. The top two PLCC and SRCC for these
approaches are highlighted.

We can observe that our method achieves a remarkable
improvement against all hand-crafted methods (SRCC increases
more than 2:2% on LIVE, 16:6% on CSIQ, and 19:0% on TID2013).
When compared with these deep learning-based approaches, our
approaches also achieves state-of-the-art performance on the three
standard databases. For LIVE, the performance of the proposed
method exceeds most compared deep learning-based methods.
Only DIQA [22] and RankIQA [29] are slightly better than our
approach. Both on CSIQ and TID2013, our approach gets the best
results and SRCC increases more than 0:4% on CSIQ and 1:6% on
TID2013. In summary, our approach performs consistently well
on all three benchmark datasets.

4.4. Performance on individual distortion

To investigate the performance on individual distortion, we
train our framework using images with all kinds of distortion types
and test it on a specific distortion type for three standard databases
separately. The performance is compared with seven methods
Table 2
Performance comparison on individual databases.

DB Crit. Proposed DIIVINE BLIINDS-II BRISQUE H

SRCC 0.970 0.925 0.919 0.939 0.
LIVE PLCC 0.972 0.923 0.920 0.942 0.

SRCC 0.950 0.784 0.570 0.750 0.
CSIQ PLCC 0.958 0.836 0.534 0.829 0.

SRCC 0.878 0.654 0.536 0.573 0.
TID2013 PLCC 0.896 0.549 0.628 0.651 0.
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(BLIINDS-II [38], BRISQUE [33], HOSA [46], RankIQA [29], DIQA
[22], MEON [31], DB-CNN [51]). The results are shown in Table 3,
and the top results are highlighted. The number of times (N.o.T)
of achieving the best performance for each method is listed in
the last row. And the top two results are highlighted.

As can be seen, our approach gets the best results on 27 of 35
distortion types. It shows the high correlation of our approach to
human perception for images with most kinds of distortion types.
Meanwhile, the performance of our approach is worse than other
approaches on local block-wise distortion in TID2013. In the
TID2013 database, the greater the intensity of local block-wise dis-
tortion, the weaker the distortion. It is the opposite of the other
types so as to make the prediction of distortion intensity mislead
the prediction of quality. Moreover, in the case of low distortion
intensity, most of the sampled patches are distortion-free, which
may also have a negative impact on our prediction. In the remain-
ing 7 types, the performance of our approach is slightly worse or
competitive compared with the best one.

4.5. Cross-database evaluations

To measure the generalization ability of the proposed method,
we test it in a more challenging cross-database setting. Specially,
we conduct all experiments by training on a single entire dataset
and testing on the other datasets respectively. Firstly, we run
cross-database tests among the three singly distorted synthetic
image databases. The results compared with eight methods (BRIS-
QUE [33], M3 [47], FRIQUEE [9], CORNIA [48], HOSA [46], DB-CNN
[51], PQR [50], CaHDC [44]) are listed in Table 4. All results of the
compared methods come from existing papers.

We can see that the performance of our approach achieves a
significant improvement against the compared approaches on all
three cross-database evaluations. Although it performs a little
worse than PQR when trained on CSIQ and tested on LIVE, it shows
a high correlation with human perception (SRCC and PLCC are both
larger than 0.9). It provides strong evidence that by setting the
three auxiliary tasks and designing the PMTL model, the hypothe-
sis space for IQA is effectively constrained and the generalization
ability is improved significantly.

Then, we explore the generalization ability of our approach in
more complex scenarios. We run the cross-database experiment
by training on LIVE and testing on LIVE-MD, MDID, LIVEC and
KonIQ-10 k. The results compared with six methods (BRISQUE
[33], DIIVINE [34], FRIQUEE [9], HOSA [46], DB-CNN [51], PQR
[50] are shown in Table 5. For the compared hand-crafted
approaches, the performances are obtained by the corresponding
authors’ source codes. And for the deep learning-based approaches,
the results are from the corresponding papers.

The proposed method also shows the fantastic generalization
ability even though it is trained on a singly distorted synthetic
image database and tested on authentic (or multiply distorted syn-
thetic) image databases. We believe that more sufficient mining of
prior knowledge related to perceived quality enables our method
to learn IQA more essentially, so that it can adapt to more complex
scenarios.
OSA CORNIA RankIQA DIQA DB-CNN PQR CaHDC

948 0.942 0.981 0.975 0.968 0.965 0.965
949 0.943 0.982 0.977 0.971 0.971 0.964
781 0.714 – 0.884 0.946 0.873 0.903
842 0.781 – 0.915 0.959 0.901 0.914
688 0.549 0.780 0.825 0.816 0.740 0.862
764 0.613 – 0.850 0.865 0.798 0.878
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Table 3
Performance comparison (SRCC) on individual distortions.

Type BLIINDS-II BRISQUE HOSA RankIQA DIQA MEON DB-CNN Proposed

LIVE FF 0.874 0.828 0.954 0.954 0.912 – 0.930 0.969
GB 0.915 0.964 0.954 0.988 0.962 – 0.935 0.960
WN 0.947 0.982 0.975 0.991 0.988 – 0.980 0.899
JPEG 0.950 0.965 0.954 0.978 0.976 – 0.972 0.984
JP2K 0.930 0.929 0.935 0.970 0.961 – 0.955 0.982

CSIQ CG 0.336 0.396 0.716 – 0.718 – 0.870 0.931
GB 0.880 0.808 0.841 – 0.870 0.918 0.947 0.954
WN 0.702 0.682 0.604 – 0.835 0.951 0.948 0.907
PN 0.812 0.743 0.500 – 0.893 – 0.940 0.946
JPEG 0.846 0.846 0.733 – 0.931 0.948 0.940 0.965
JP2K 0.850 0.817 0.818 – 0.927 0.898 0.953 0.977

TID2013 AGN 0.714 0.711 0.853 0.891 0.915 0.813 0.790 0.933
ANC 0.728 0.432 0.625 0.799 0.755 0.722 0.700 0.857
SCN 0.825 0.746 0.782 0.911 0.878 0.926 0.826 0.951
MN 0.358 0.252 0.368 0.644 0.734 0.728 0.646 0.631
HFN 0.852 0.842 0.905 0.873 0.939 0.911 0.879 0.956
IN 0.664 0.765 0.775 0.869 0.843 0.901 0.708 0.955
QN 0.780 0.662 0.810 0.910 0.858 0.888 0.825 0.913
GB 0.852 0.871 0.892 0.835 0.920 0.887 0.859 0.946
DEN 0.754 0.612 0.870 0.894 0.788 0.797 0.865 0.958
JPEG 0.808 0.764 0.893 0.902 0.892 0.850 0.894 0.926
JP2K 0.862 0.745 0.932 0.923 0.912 0.891 0.916 0.928
JGTE 0.251 0.301 0.747 0.579 0.861 0.746 0.772 0.882
J2TE 0.755 0.748 0.701 0.431 0.812 0.716 0.773 0.903
NEPN 0.081 0.269 0.199 0.463 0.659 0.116 0.270 0.800
Block 0.371 0.207 0.327 0.693 0.407 0.500 0.444 0.074
MS 0.159 0.219 0.233 0.321 0.299 0.177 �0.009 0.525
CTC �0.082 �0.001 0.294 0.657 0.687 0.252 0.548 0.838
CCS 0.109 0.003 0.119 0.622 �0.151 0.684 0.631 0.782
MGN 0.699 0.717 0.782 0.845 0.904 0.849 0.711 0.869
CN 0.222 0.196 0.532 0.609 0.655 0.406 0.752 0.867
LCNI 0.451 0.609 0.835 0.891 0.930 0.772 0.860 0.947
ICQD 0.815 0.831 0.855 0.788 0.936 0.857 0.833 0.898
CHA 0.568 0.615 0.801 0.727 0.756 0.779 0.732 0.836
SSR 0.856 0.807 0.905 0.768 0.909 0.855 0.902 0.949

N.o.T 0 0 1 2 3 2 0 27

Table 4
Performance comparison (SRCC) on cross-database evaluations.

Train Test Proposed BRISQUE M3 FRIQUEE CORNIA HOSA DB-CNN PQR CaHDC

CSIQ 0.880 0.562 0.621 0.722 0.649 0.594 0.758 0.717 –
LIVE TID2013 0.626 0.358 0.344 0.461 0.360 0.361 0.524 0.551 –

LIVE 0.921 0.847 0.797 0.879 0.853 0.773 0.877 0.930 –
CSIQ TID2013 0.662 0.454 0.328 0.463 0.312 0.329 0.540 0.546 –

LIVE 0.931 0.790 0.873 0.755 0.846 0.846 0.758 0.891 0.930
TID2013 CSIQ 0.895 0.590 0.605 0.635 0.672 0.612 0.807 0.632 0.736

Table 5
Performance comparison (SRCC) on cross-database evaluations.

DB Proposed BRISQUE DIIVINE FRIQUEE HOSA DB-CNN PQR

LIVEC 0.568 0.378 0.361 0.469 0.460 0.567 0.547
KonIQ-10 k 0.613 0.411 0.356 0.549 0.435 – –
LIVE-MD 0.825 0.500 0.692 0.600 0.647 – –
MDID 0.820 0.402 0.698 0.668 0.707 – –
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4.6. Ablation experiment

As mentioned above, we deconstruct IQA into three elements,
i.e., image content, pattern of degradation, and intensity of degra-
dation. According to these elements, three corresponding auxiliary
tasks are set up to guide network for IQA learning. To investigate
the impact of the auxiliary tasks on performance, we conducted
several ablation experiments. All of them are conducted by training
on TID2013 and testing on LIVE and CSIQ. All experimental settings
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are the same. The results are shown in Table 6 when different
numbers of auxiliary tasks are combined. The symbol ‘‘U” indi-
cates that the corresponding auxiliary task is employed.

It can be seen that the performance of the model increases grad-
ually along with the number of auxiliary tasks. And performance
achieves the best performance when all auxiliary tasks are
employed. We believe this is because when fewer auxiliary tasks
are used, the factors of IQA are not fully considered and the implicit
prior knowledge is not adequately exploited. The proposed method



Table 6
Performance comparison when different numbers of auxiliary tasks are combined.

Auxiliary tasks LIVE CSIQ
Task C Task T Task I PLCC SRCC PLCC SRCC

U 0.833 0.852 0.826 0.777
U 0.823 0.885 0.846 0.825

U 0.627 0.718 0.859 0.828

U U 0.887 0.897 0.847 0.825
U U 0.904 0.909 0.876 0.851

U U 0.902 0.920 0.904 0.884

U U U 0.928 0.931 0.909 0.895

Table 7
Performance comparison with and without the progressive connection.

LIVE CSIQ

PLCC SRCC PLCC SRCC

PMTL -H -P 0.827 0.853 0.838 0.872
PMTL -P 0.902 0.927 0.870 0.894
PMTL 0.928 0.931 0.909 0.895
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adequately considers these factors and makes full use of the prior
knowledge so that it can learn the effective and robust image qual-
ity representation.

In this work, due to the level of tasks and the progressive rele-
vance among the tasks, we design the hierarchical sharing struc-
ture and progressive connection. To demonstrate the
contribution of them, we train a base MTL model (all tasks are
sharing the entire tailored ResNet34 for feature extracting) as our
backbone model and analyze the effect of each individual compo-
nent. It is trained on TID2013 and tested on LIVE, CSIQ. The perfor-
mance comparison is listed in Table 7. ‘‘-H” and ‘‘-P” mean
removing the hierarchical sharing structure and removing the pro-
gressive connection, respectively.

By modifying the hierarchical sharing structure to the backbone
model, SRCC and PLCC increased 7.4% and 7.5% on LIVE, and 3.2%
and 2.2% on CSIQ. By introducing the progressive connection, SRCC
and PLCC further increased 0.4%, 2.6% on LIVE, and 0.1% and 3.9%
on CSIQ. The results demonstrate the validity of the hierarchical
sharing structure and progressive connection structure.
5. Conclusion

In this paper, an end-to-end IQA framework based on progres-
sive multi-task learning has been proposed. Inspired by the defini-
tion of IQA, we have deconstructed IQA into the factors affecting
perceived quality and designed the corresponding auxiliary tasks
to provide prior knowledge for network learning IQA. Furthermore,
the progressive relevance among the tasks has been studied. We
have modified the hard parameter sharing MTL model to make full
of this relationship. The experiments show that the proposed
method achieves state-of-the-art performance and has strong gen-
eralization ability.
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